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1. [bookmark: _Toc10633581]Introduction
Response profiles are a best estimate of the volume of responses we expect to receive during the census period. They will model when, where and how people are going to respond to the census, and they will be vital to inform and support operational decisions during the 2021 Census (Meyer, Mok, & Sullivan, 2015; Salganik, 2017).
Before the census, the response profiles will feed into the Field Operation Simulation Model (FOS) which will be used to help make decisions about the number of field staff required in each area, where to send reminder letters, and where to send paper questionnaires as the initial contact. During the live census period, the response profiles will be used by the Response Chasing Algorithm tool (RCA) as a basis for comparison against live return data, so that we can tell where we need to put in extra effort to meet our quality targets of 94% overall response and at least 80% response in every local authority.
Our aim is to build response profiles for returns by day, from the start of the census period until the end of the collection period. We aim to do this for each mode of response – online and paper. Our objective is that each lower super output area (LSOA) will have a response profile which is associated with its influential demographic variables and Hard-to-Count (HtC) rating. Groups of LSOAs that have similar response profile shapes and demographics, will be clustered together. This means that we can deal with the smallest possible number of response profiles, rather than 34,753 (the number of LSOAs). 

We anticipate that a cumulative response profile might look like the graph in figure 1. The grey line shows the overall response. This is broken down to show the daily expected online (orange line) and paper (blue line) responses.
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Figure 1. Cumulative response profile example

2. [bookmark: _Toc10633582]Moving to an online-first census
A challenge in building the 2021 Census response profiles, is that in 2021 we are moving to an ‘online-first’ strategy. This means that online engagement will be actively sought and prioritised ahead of non-online modes. This objective makes the task of predicting responses for 2021 more difficult. Comparisons to the 2011 Census or other paper-based censuses are limited due to this fundamental change in approach. Therefore, a realistic approach to the development of the response profiles needs to consider not only the willingness of the public to respond to a census, but also their willingness to respond online.

An additional challenge to our ambitions comes from the fact that we know that sending a unique access code (UAC) and invitation to complete the census online, does have a negative impact on response when compared with sending a paper questionnaire. This was shown in the 2017 Test when the sample who were sent paper questionnaires had a response rate of 39% compared with the 26% response rate achieved by the comparative sample who were sent invitations to complete online. 

However, of the households who were sent paper questionnaires first in the test, 30% of the responding households did respond online. Comparing this with the 16% online submission rate for the 2011 Census, we can see that people are becoming more willing to complete the census questionnaire online. Evidence from the 2017 Test also shows that people tend to respond in the mode first offered to them. We therefore do not want to provide too much paper in the first instance, but would rather predict where this is the most effective approach so that we can achieve the quality target of 75% online response.
In addition, we must bear in mind the need to control variance in response – keeping variation low whilst simultaneously seeking high response rates. A relatively high response rate is needed to prevent a substantial increase in variance when adjusting for non-response (Racinskij, 2015).
To achieve the 75% online response target, whilst pursuing the highest response rate and low variance, Operations will be using the response profiles as a source of reliable information about the underlying characteristics of the population for each geographical area (LSOA or LA) before and during the census collection period. Evidence from the 2016[footnoteRef:1] Test regarding the preferred mode of census completion by age distribution for online respondents suggests that there should be a focus on the age group 75 and over to achieve the desired target for this segment of the population (when asked about the preferred mode of response to census only 48% of the sample in this group mentioned online response as their choice to reply to the  census). [1:  The 2016 test was a small-scale test conducted by the ONS where 11,463 participants were contacted and asked, “If tomorrow was Census Day, how would you prefer to complete your form?". Using a universe of 1,789 online respondents this test revealed that all age groups between the ranges of 18 to 74 had a preference to respond online (above 75% preference) and only the above 75 preferred to respond on paper (55%).] 

By considering results from the 2017 Test, large scale surveys that have moved to an online approach, and online-first censuses in other countries, we aim to predict how much of the response will be online and how much on paper, so that we can split the response profiles into online and paper as in figure 1.
3. [bookmark: _Toc10633583]Context in terms of ONS research

The response profiles are part of the Maximising Response Design product, and will be used in combination with other epics, such as the Field Operations Simulation model (FOS), the Hard-to-Count (HtC) index and the Response Chasing Algorithm tool (RCA). The FOS will be used to prepare for follow-up, for example, by simulating different scenarios to test the effect of follow-up strategy on response. The HtC Index will help us decide how to chase non-response at the start of follow-up. In comparison, the RCA is a decision support tool that will help the operational community make the best decisions about deploying interventions to maximise the return rate, helping ONS reach the key response targets during both the 2019 Census Rehearsal and the 2021 Census. It is expected that the response profiles will feed into the FOS and the RCA. They will provide the baseline returns during the census collection period (self-response) to the FOS, and will be used by the RCA as the reference data to flag shortages in response from all LSOAs in England and Wales. 

4. [bookmark: _Toc10633584]Exploratory analysis and statistical techniques
1. Analysing the response shape – Analysing and plotting the self-response shape using a clustering analysis. This analysis will consider LSOA response during the 5 weeks prior to the start of field follow-up in 2011. This analysis aims to link response behaviour to geography, under the assumption that LSOA classifications reflect the characteristics of the underlying population.  

a. Perform a cluster analysis (two-step cluster) to segment 2011 Census returns. The cluster analysis is used as an exploratory analysis to identify structures within the census self-response data. This technique is considered robust for clustering homogenous groups of cases when the grouping is not previously known. However, because it is exploratory, it does not make any distinction between dependent and independent variables and therefore we cannot infer any causal relationship between variables. Despite this limitation, clustering has been used in a large variety of fields and applications to produce data segmentation and explore associations between variables in large datasets (Dietrich et al., 2014, 2016; Sarstedt & Mooi, 2014; Tkaczynski, 2017).

b. Use a discriminant analysis to determine whether the clusters are significantly different from each other. This technique is used to analyse complex data when the criterion or the dependent variable is categorical (cluster classification) and predictors or the independent variables (clustering variables) are continuous. The main advantage of this technique is that it examines whether significant differences exist among the groups, in terms of the predictor variables, evaluates the accuracy of the classification and reassigns observations to new clusters (Silverman, 2018).

2. Model specification - Build up a model using respondent’s characteristics (e.g. demographics) from the 2011 Census and the HtC for 2021 to assess the influential variables in the prediction of the cumulative response rate by day 10 after census day in 2011 (6 April 2011). This will be followed by the development of a longitudinal model using observations from 5 consecutive weeks. This stage of the analysis does not make any distinction between online and paper responses, considering only the overall self-response for each of the 34,753 LSOAs in England and Wales. 

a. Use a multiple regression model with the entire sample of 34,753 LSOAs. Predictor variables to be tested in the first model will be HtC rating, predominant age group of household reference person (HRP), predominant gender group of HRP, predominant household size, predominant qualifications of HRP. The outcome variable will be the response rate by day 10 after census day.

b. Using a random sample of 3,488 LSOAs, perform a multiple regression with the same predictor and outcome variables to evaluate significant main and interaction effects.

c. Conduct Post Hoc Tests with Bonferroni corrections to confirm where the differences occurred between groups. These follow-up tests are usually performed when an overall statistically significant difference in group means is found and allows control of the experiment wise error rate (usually alpha = 0.05).

d. Modelling continuous longitudinal data - using the predictor variables from stage 1 (model specification) and weekly response rates (with 5 time points) for all LSOAs in England and Wales perform a Mixed-effects Regression Model. Assess the model fit and evaluate significant main and interaction effects. 
5. [bookmark: _Toc10633585]Preliminary results
Cluster Analysis
[bookmark: _Hlk9513978]A cluster analysis (two step cluster) was performed using SPSS version 23 using the categorical variable HtC and the continuous variables: response in the week before, during and after the Census in 2011.  
Results from this suggest the existence of 5 different response clusters (figure 2 and table 1).

Figure 2. 5 clusters derived from the two-step procedure using HtC as categorical variable and LSOA response during 3 consecutive weeks (before, during and after Census)
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Figure 2. Clusters (5) derived from the two-step procedure using HtC as categorical variable and LSOA response during 3 consecutive weeks (before, during and after Census)
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Table 1. Distribution of LSOAs for each cluster.
Cluster solution 
From table 1 we can see that the 1st Cluster (entirely composed of LSOAs in HtC 1) includes more than 37% of the sample of all LSOAs in England and Wales (13,009). In terms of respondant behavior, this cluster is characterized by a significant peak in the Census weekend (nearly 51% of all self-response occurs in this period), followed by the week after census (around 12%) and the week before Census (around 8.25%). This very willing and engaged cohort appears to be mainly driven by the Census reference day.
The 2nd Cluster reveals a very different pattern. It represents a group of 1,791 LSOAs extracted from HtC 1 (6.4%), HtC 2 (5.6%), HtC 3 (2.8%) and HtC 4 (0.7%). The response shape for this cluster shows that the peak in census week fades (32.5%) when compared with cluster 1 and transfers response (nearly 30%) to the week after census. 
The remaining clusters, number 3 (3,380 LSOAs), 4 (3,456 LSOAs) and 5 (13,117 LSOAs), show a very similar pattern during the week before and the week after Census with around 9% before and 12% after. The main difference between these clusters appears to be the amount of response reached in the Census week (see figure 2 for further information).
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Table 2. Frequency table with the distribution of cluster by HtC.

Following the cluster analysis, a discriminant analysis was performed using the cluster classification as criterion. This analysis confirmed the cluster solution (with 5 different clusters) and the accuracy of the classification. This confirms the existence of significant differences between groups of LSOAs considering the variable HtC and the response during the two weeks around Census. We also found that other models, which included more predictor variables, did not converge within the recommended number of ten iterations using the cluster analysis. 

Multiple Regression
A limitation of the cluster analysis is that it does not provide information about the possible effects from other variables. Therefore, a multiple regression (GLM) was used subsequently, with the aim to predict the variance in response due to the influence of established predictor variables. This procedure is appropriate at this stage, as it provides information about the overall fit (variance explained) of the model, the relative contribution of each of the predictors to the total variance explained, and produces estimates based on group distinctions.
The first model included the entire sample of LSOAs (34,753) from the 2011 Census. The outcome variable was the response rate at day 10 after census day (before the field force started – 6th April 2011) aiming to evaluate the impact of the predictor variables only. This selection strategy was employed to remove the possible effect from confounding variables associated with the maximizing response interventions used during the 2011 Census collection period.
Using several demographic variables from the 2011 Census and the new HtC classification for the 2021 Census, a regression model was developed. Equation (1) summarizes the proposed regression model:

   		Yi = α + β1Xi,1 + · · · + βpXi,p + Єi          (1)

Equation (1) contains a continuous dependent variable representing the response rate by day 10 after Census in 2011 for each LSOA in England and Wales. The predictor variables in the model include the following:
· HtC 2021
· [bookmark: _Hlk512404130]predominant age group HRP 
· predominant gender group HRP
· predominant household size
· predominant qualifications for HRP

Interaction effects between predictor variables were also considered in the model as presented in equation (2).
Yi = β0 + X1 β1 + X2 β2 + X3 β3 + X4 β4 + X5 β5 + X1X2 β5 + X1X3 β6+ … X1X2X3X4X5βi + Єi       (2) 	
Formula description with main factors, relevant coefficients and examples of two interactions is presented next.
Yi  =  response rate by day 10 after Census in 2011
β0 = Intercept
X1 = HtC 2021
β1 = Coefficient for variable HtC 2021 
X2 = predominant age group HRP 
β 2 = Coefficient for predominant age group HRP 
X3 = predominant gender group HRP
β3 = Coefficient for predominant gender group HRP
X4 = predominant household size
β4 = Coefficient for predominant household size
X5 = predominant qualifications for HRP
β5 = coefficient for predominant qualifications for HRP
…
X1X2 = interaction between HtC 2021 and predominant age group HRP
β5 = Coefficient for the interaction between the variable HtC 2021 and predominant age group HRP
…
X1X2X3X4X5 = interaction between all predictor variables
βi = Coefficient for the interaction between all predictor variables
Єi = error term
To perform this analysis the set of all LSOAs in England and Wales (34,753) was used to identify the most influential variables in the prediction of the self-response (response without any intervention from field force or reminder letters) by the end of the self-response period (day 10 after census day). 
The analysis revealed that all predictor variables in the model were significant in predicting the change of the self-response by day 10 after Census Day. It also shows that the most influential variable in the model was the Hard-to-Count (HtC) rating assigned to each LSOA. The second most influential variable in the model was the predominant age group for the HRP, followed by all the remaining variables (i.e. gender, household size and qualifications). 

Multiple regression with a random sample
A second Multiple Regression was performed using a random sample of 10% of the initial observations.  Research suggests that in very large samples, p-values are often below .001, and therefore relying on p values can lead the researcher to claim support for results of no practical significance (Royall, 1986; Lin, Lucas & Shmueli, 2013; Knapp; 2017). 
The regression formula with interactions using a random sample of 3,488 LSOAs is presented in equation (3).

Yi = β0 + X1 β1 + X2 β2 + X3 β3 + X4 β4 + X5 β5 + X1X2 β5 + X1X3 β6+ … X1X2X3X4X5βi + Єi  	   (3)  

Following the same approach as the previous analysis, equation (3) contains a continuous dependent variable representing the response rate by day 10 after Census in 2011 for a random sample of 3,488 LSOAs in E & W (see table 3 for descriptives). The predictor variables in the model are presented next with the description of all possible levels:
· HtC (one of 5 levels – HtC 1; HtC 2; HtC 3; HtC 4; HtC 5);

· predominant age group HRP (one of 5 levels – up to 24; 25 to 44; 45 to 64; 65 to 74; 75 and over);

· predominant gender group HRP (one of 2 levels – female; male);

· predominant household size (one of 6 levels – HH1; HH2; HH3; HH4; HH5; HH6 and over);

· predominant qualifications for HRP (one of 7 levels – No qualifications; level 1; level 2; apprenticeship; level 3; level 4; other qualifications).

Table 3. Between-subject factors and number of observations for each factor level in the model with a random sample of 3,488 LSOAs.
[image: ]
Table 3. Between-subject factors and number of observations for each factor level in the model with a random sample of 3,488 LSOAs.
As for the previous analysis, the model with the random sample of 10% of the set of LSOAs showed a similar pattern as the one using the entire sample (see appendix 3). We can see that all the main effects were still significant and the magnitude of the effects followed the same structure with HtC and age being the most influential variables in the model. We can also see that HtC significantly interacts with all the other variables (age, gender, household size and qualifications). 
The model presents an R2 (R Square) of 0.80, meaning that 80% of the proportion of variance in the dependent variable (response rate by day 10 after Census day) can be explained by the independent variables in the model.

Post Hoc Tests
Detailed Post hoc tests for each independent variable were also performed to provide insight about the   relationship between the predictor and outcome variables. For instance, an analysis of the different HtC levels revealed that they are significantly different from each other (sig <.0001).  More precisely HtC 1 is significantly associated to higher self-response rate (D10 after Census day) compared with the other HtC levels. The opposite trend is observed in HtC 5 response that is found to be significantly lower compared with all the other HtCs.
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Table 4. Post hoc test (multiple comparisons) for HtC levels using a Bonferroni correction in the model with a random sample of 3,488 LSOAs.
The second Post hoc tests considered the variable predominant age group for HRP. An analysis of the different levels of the variable showed significant differences between each one of the levels of the variable (sig <.0001). For instance, age group 25 to 44 was associated with the lowest self-response whilst age group 75 and over presented the highest value for response in day 10 after Census.
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Table 5. Post hoc tests for predominant age group for HRP in the model with a random sample of 3,488 LSOAs.
Regarding the variable predominant household size Post hoc tests also provided significant differences between all levels of the variable (sig <.0001). More precisely, households with 5 occupants provided a significantly lower response than households with 1 or 2 occupants. Also, households with 1 occupant were associated with significantly lower responses when compared to households with 2 occupants. 
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Table 6. Post hoc tests for variable household size in the model with a random sample of 3,488 LSOAs.
The last step included evaluating the interaction effects between predictor variables in the model. Several interactions were found significant (see appendix 3) suggesting that profiles might need to consider these effects as they are influential in predicting response patterns. For example, a detailed analysis of the interaction between HtC, age, gender and HH size revealed significant effects for males’ response to Census but not significant for female HRP as shown in Figure 3.
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Figure 3. Plotting interaction between HtC, age, gender and HH Post hoc tests in the model with a random sample of 3,488 LSOAs.
Modelling continuous longitudinal data
The last analysis consisted of performing a Generalized mixed model (GLIMMIX procedure) using the predictor variables HtC and predominant age group for HRP, and the time variable as a random effect. Weekly response rates (with five time points) for all LSOAs in England and Wales were included in the analysis to evaluate the effect of the two predictors (between-subject variables) on time (repeated measures variable). 
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Table 7. Fit Statistics for mixed model regression using the GLIMMIX procedure in SAS

The model shows that both between subject variables (HtC and Age group) are significant predictors of the period of response. It also shows that the repeated measures variable (Time) and the mixed effects interaction are significant (see table 8). This analysis suggests that HtC and Age are influential for the distribution of the response rate by LSOA across the five different time periods (see table in appendix 4). 
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Table 8. Type III effects for mixed model regression using the GLIMMIX procedure in SAS
6. [bookmark: _Toc10633586]Discussion
This paper discusses research developed to create the response profiles and associated daily estimates for the Census in 2021. The comprehensive examination of the 2011 Census data and the 2017 Test data is necessary to develop statistical models that will enable the production of such estimates for the future Census.
The first approach considered the use of cluster analysis to identify patterns of self-response during the Census in 2011. This analysis, which considers the variables HtC and response in the week before, during and after the Census, has revealed 5 different clusters with distinct response patterns. It has also confirmed that the cluster aggregation (i.e. profile groups) consistently differs from the HtC categorization. More precisely, the same cluster (response behavior) might have LSOAs from different HtC classifications. 
In fact, the cluster analysis clearly demonstrates that the use of the HtC classification alone is inadequate to predict patterns of response, and therefore, it should be used in conjunction with other variables that are influential predictors of census self-response. However, we will need to acknowledge the fact that this analysis does not provide any information about the predictor/outcome relationship between variables and the model failed to converge when more variables were included.
Subsequently, with a view of testing further predictor variables of self-response, a multiple regression (GLM) was used as the next exploratory analysis. Using a range of variables extracted from the Census 2011, we aimed to identify the most influential variables in the prediction of the self-response (response without any intervention from field force or reminder letters) by the end of the self-response period (Day 10 after census day).
Two regression analyses (one using the entire sample and the second a 10% random sample) identified all predictor variables in the model as significant. Furthermore, the analysis accounted for 80% of the variation of self-response by day 10 after Census Day. Once more, both analyses confirmed HtC as the most influential variable, closely followed by predominant age of the HRP. Other variables such as gender, qualifications and household size were also significant in the model but had very limited effect sizes. 
Theses analyses were followed by post hoc tests to clarify the relationship between the predictor and outcome variable. Pairwise comparisons for the variable age group revealed that age group 25 to 44 was associated with the lowest self-response whilst age group 75 and over presented the highest value for response in day 10 after Census day. 
Importantly, while the regression approach provides extensive information about the impact of the variables on response, this method can only explore a single outcome variable. Furthermore, the data needs to have a linear distribution for each level of the independent variables. These two factors constitute a limitation of this technique.
Therefore, a further exploratory analysis was deemed relevant: a Generalized mixed model approach using the predictor variables HtC with predominant age group for HRP, and the time variable as a random effect. This model confirmed that both between subject variables (HtC and Age group) were significant predictors of the period of response and that both are influential for the distribution of the response rate by LSOA across the five different time periods. 
The final model was designed to consider a maximum of 25 different response profiles (5 HtC levels * 5 age groups) and provide estimates for 5 different time periods during the Census in 2021 (3 weeks before, Census week, and the week after). However, due to the reduced number of observations in some profiles it was only possible to generate significant estimates for 17 of the potential 25 profile groups. 
Nevertheless, we anticipate that a similar model (including as a minimum HtC and Age group) might indeed be the best approach to generate the daily estimates that we will require for the 2021 Census.
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Table 9. Estimates for the initial 10 days of self-response during the 2021 Census by Response Profile cluster derived from a time series model.
7. [bookmark: _Toc493600970][bookmark: _Toc10633587]Appendix 

Appendix 1. Model summary from the two-step cluster analysis performed on SPSS version 23.
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Appendix 2. Main and interaction effects from the regression model with a sample of 34,753 LSOAs.[image: ]
Appendix 3. Main and interaction effects from the regression model with a random sample of 3,488 LSOAs.[image: ]
Appendix 4. Estimates from interaction between HtC and Age for five time periods.
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-2 Res Log Likelihood 101418.4

AIC (smaller is better) 101422.4

AICC (smaller is better) 101422.4
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Fit Statistics
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Effect Num DF Den DF F Value Pr > F

HTCNew 4 8762 92.44 <.0001

AgeG 2 8762 29.4 <.0001

time 4 13055 1288.81 <.0001

HTCNew*AgeG*time 49 16440 118.18 <.0001

Type III Tests of Fixed Effects
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Tests of Between.Subjects Effects

Dependent Variable: _Final selfresponse

Type 1T sum
Source of Squares df | Mean Square F sig
Correctea Model 1906896.01° 183 | 12063373 | 56281 000
Intercept 377365748 1| a77ess748 | 25985468 000
HTC 684.094 4| 172 | 117583 000
Age 1852.227 4 413057 | 28377 000
Gender 725740 1 725740 | 49859 000
HHsize 627636 3 200212 | 14373 000
Qualifications 273956 5 54783 3764 002
HTC *Age 320595 6 54933 3774 001
HTC* Gender 325225 4 81.308 5506 000
HTC " HHsize 665752 9 73972 5082 000
HTC * Qualifiations 208.891 12 17.408 1196 279
Age * Gender 111088 2 5524 3815 022
Age * HHSize 120426 3 43102 2964 031
Age * Qualifications 19536 6 3258 224 969
Gender* HHSize 189.730 2 94.865 6517 001
Gender* Qualifcations 158602 2 78301 5448 004
HHsize * Qualfications 688250 9 76473 5254 000
HTC* Age * Gender 388402 6 64734 4447 000
HTC * Age * HHSize 211260 9 23473 1613 105
HTC * Age *

Qugifieatons 280,059 8 35007 2405 014
HTC* Gender * HHSize 346995 7 19571 3406 001
HTG * Gender *

Qusiicatons 630914 5 126183 8669 000
HTG * HHsize *

Qusiieators 300532 1" 0957 2127 016
Age * Gender * HHSize 31107 3 10388 4 543
Age * Gender*

Oualioations 41855 3 13885 954 a3
Age * HHSize *

Oualentions 60355 3 20118 1382 28
Gender HHisize *

Semieatians 618319 3 208106 | 14160 000
HTC * Age * Gender *

s 53475 4 13369 918 452
HTC * Age * Gender *

Ougifieatons 17585 4 430 302 877
HTC * Age * HHSIze *

Qugifieatons 100225 6 18204 1251 217
HTC * Gender * HHSize *

Qusiicatons 131580 3 43863 3013 02
Age * Gender * HHSize *

Oualioations 23904 2 11.997 824 439
HTC * Age * Gender *

HHSize * Qualfications 3438 2 18 118 o8
Error 503620172 | 34508 14556

Total 2058208542 | 34753

Corrected Total 2010516181 | 34752

a.R Squared = 791 (Adjusted R Squared = .790)
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Tests of Between.Subjects Effects

Dependent Variable: _Final selfresponse

Type WSum EEED
Source of Sauares df | Mean Square F sig Squared
Correctea Model 192143.548° 9 | 2001495 | 144404 000 503
Intercept 375865.319 1| arsses3tg | 27117869 000 889
HTC 4577.062 4| 1144266 | m2sss 000 089
Age 817351 2 08675 | 29485 000 017
Gender 66511 1 66511 4799 029 001
HHsize 130148 2 65074 4695 009 003
Qualifications 334441 4 83610 6032 000 007
HTC*Age 267262 6 47877 3454 002 006
HTC* Gender 142795 4 35699 2576 036 003
HTC " HHsize 358500 8 44812 3233 001 008
HTC * Qualifiations 275190 7 39313 2836 006 006
Age * Gender 23048 2 11524 831 436 000
Age * HHSize 103703 3 34568 2494 056 002
Age * Qualifications 4199 2 2100 151 859 000
Gender* HHSize 472 2 20588 1.485 27 001
Gender* Qualifcations 4789 1 4789 345 557 000
HHsize * Qualfications 93.966 3 3132 2260 079 002
HTC* Age * Gender 51515 3 17472 1239 294 001
HTC * Age * HHSize 384406 6 64.068 4622 000 008
HTC * Age *

Qugifieatons 44276 3 14759 1.065 363 001
HTC* Gender * HHSize 112302 5 22488 1621 151 002
HTC * Gender *

Qusiicatons 105029 2 52515 3789 023 002
HTC * HHsize *

Qusiieators 236.061 6 39344 2839 009 005
Age * Gender * HHSize 74734 2 7367 2696 068 002
Age * Gender*

Oualioations 1764 1 1764 127 21 000
Age * HHSize *

Oualentions 66919 3 22073 1657 174 001
Gender * HHSize *

Semieatians 114650 2 57325 4136 016 002
HTC * Age * Gender *

s 110093 2 55046 3971 019 002
HTC * Age * Gender *

Ougifieatons 8070 1 8070 562 445 000
HTC * Age * HHSize *

Qugifieatons 132005 4 33024 2383 049 003
HTC* Gender * HHSize *

Qualifications 000 o o0
Age * Gender * HHSize *

Qualifications 000 o o0
HTC * Age * Gender *

HHsize * Qualfications 000 o o0
Error 4000718 | 33t 13860

Total 2474425655 | 3489

Corrected Total 239144267 | aus7

a.R Squared = 803 (Adjusted R Squared = .798)
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HTCNew AgeG time Estimate

Standard 

Error DF t Value Pr > |t|

1 2 0 6.2419 0.4591 16227 13.6 <.0001

1 2 1 13.5615 0.4591 16227 29.54 <.0001

1 2 2 8.7169 0.4591 16227 18.99 <.0001

1 2 3 45.4825 0.4591 16227 99.08 <.0001

1 2 4 13.28 0.4591 16227 28.93 <.0001

1 3 0 5.4365 0.1285 16227 42.3 <.0001

1 3 1 12.7439 0.1285 16227 99.15 <.0001

1 3 2 8.0653 0.1285 16227 62.75 <.0001

1 3 3 50.4212 0.1285 16227 392.31 <.0001

1 3 4 13.3044 0.1285 16227 103.52 <.0001

1 5 0 7.0012 1.7264 16227 4.06 <.0001

1 5 1 13.7757 1.7264 16227 7.98 <.0001

1 5 2 8.7423 1.7264 16227 5.06 <.0001

1 5 3 53.0692 1.7264 16227 30.74 <.0001

1 5 4 9.4064 1.7264 16227 5.45 <.0001

2 2 0 6.9541 0.1993 16227 34.88 <.0001

2 2 1 13.9964 0.1993 16227 70.21 <.0001

2 2 2 9.2589 0.1993 16227 46.45 <.0001

2 2 3 38.6691 0.1993 16227 193.98 <.0001

2 2 4 12.7523 0.1993 16227 63.97 <.0001

2 3 0 6.3554 0.1538 16227 41.32 <.0001

2 3 1 13.981 0.1538 16227 90.9 <.0001

2 3 2 9.0841 0.1538 16227 59.06 <.0001

2 3 3 42.6004 0.1538 16227 276.99 <.0001

2 3 4 13.4401 0.1538 16227 87.39 <.0001

2 5 0 7.3818 2.2838 16227 3.23 0.0012

2 5 1 17.3554 2.2838 16227 7.6 <.0001

2 5 2 7.4499 2.2838 16227 3.26 0.0011

2 5 3 45.6523 2.2838 16227 19.99 <.0001

2 5 4 8.6311 2.2838 16227 3.78 0.0002

3 2 0 6.2511 0.2942 16227 21.25 <.0001

3 2 1 11.5625 0.2942 16227 39.3 <.0001

3 2 2 9.59 0.2942 16227 32.59 <.0001

3 2 3 33.9334 0.2942 16227 115.33 <.0001

3 2 4 12.1523 0.2942 16227 41.3 <.0001

3 3 0 5.139 0.5107 16227 10.06 <.0001

3 3 1 11.7842 0.5107 16227 23.08 <.0001

3 3 2 10.2127 0.5107 16227 20 <.0001

3 3 3 38.9297 0.5107 16227 76.23 <.0001

3 3 4 12.4955 0.5107 16227 24.47 <.0001

3 5 0 10.2253 3.2298 16227 3.17 0.0015

3 5 1 12.2489 3.2298 16227 3.79 0.0001

3 5 2 8.5886 3.2298 16227 2.66 0.0078

3 5 3 39.4869 3.2298 16227 12.23 <.0001

3 5 4 11.8926 3.2298 16227 3.68 0.0002

4 2 0 5.6763 0.2806 16227 20.23 <.0001

4 2 1 9.9507 0.2806 16227 35.46 <.0001

4 2 2 9.5652 0.2806 16227 34.09 <.0001

4 2 3 30.9052 0.2806 16227 110.14 <.0001

4 2 4 11.3061 0.2806 16227 40.29 <.0001

4 3 0 4.9294 0.8958 16227 5.5 <.0001

4 3 1 12.3006 0.8958 16227 13.73 <.0001

4 3 2 10.1468 0.8958 16227 11.33 <.0001

4 3 3 33.913 0.8958 16227 37.86 <.0001

4 3 4 12.0081 0.8958 16227 13.41 <.0001

5 2 0 4.9239 0.5044 16227 9.76 <.0001

5 2 1 8.548 0.5044 16227 16.95 <.0001

5 2 2 8.2757 0.5044 16227 16.41 <.0001

5 2 3 30.9526 0.5044 16227 61.36 <.0001

5 2 4 11.7059 0.5044 16227 23.21 <.0001

HTCNew*AgeG*time Least Squares Means


